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Abstract— Discovering information from expansive 

informational collections to use in intelligent systems 

turns out to be increasingly essential in the Internet 

period. Pattern mining, classification, text mining, and 

opinion mining are the topical issues. Among them, 

pattern mining is a important issue. The issue of mining 

erasable patterns (EPs) has been proposed as a variation 

of frequent pattern mining for optimizing the generation 

plan of production factories. A few algorithms have been 

proposed for effectively mining EPs. Be that as it may, 

for extensive limit esteems, many EPs are acquired, 

prompting substantial memory use. In this manner, it is 

important to mine a consolidated portrayal of EPs. This 

paper first defines erasable closed patterns (ECPs), 

which can represent to the set of EPs without data loss. 

At that point, a theorem for quick deciding ECPs in view 

of dPidset structure is proposed and demonstrated. Next, 

two efficient algorithms [erasable closed patterns mining 

(ECPat) and dNC_Set based algorithm for erasable 

closed patterns mining (dNC-ECPM)] for mining ECPs 

in view of this theorem are proposed. 

Keywords- Data mining, pattern mining, erasable pattern, 

erasable closed pattern. 

I INTRODUCTION 

 Intelligent systems have been produced for web 

based business to enable clients to spare time and efforts. To 

construct compelling intelligent systems, it is essential to 

extricate learning from existing datasets. Data mining, the 

process of finding interesting pattern and rules from 

expansive datasets, has in this emerged. The pattern and 

rules can be utilized as a part of intelligent system, for 

expert system, decision support system, and 

recommendation. A factory produces many products, which 

are made out of various items (parts). Every product brings 

the industrial income, and every item has a cost of purchase 

and capacity. During financial emergency, the factory won't 

have enough cash to buy every required component not 

usual. The issue of EP mining is along these lines to find the 

patterns that can be evacuated to decrease the loss to the 

factory profit under a few conditions. Managers would then 

be able to use the information got from EPs to influence 

another generation to design. Many algorithms have been 

proposed for taking care of this issue, including META 

(Mining Erasable itemsets with the Anti-monotone 

property), MERIT (Fast Mining Erasable Itemsets), MEI 

(Mining Erasable Itemsets), and EIFDD (Erasable Itemsets for 

very Dense Datasets). 

a) Motivation 

 dNC-ECPM algorithm based on dNC_Set structure 

will be proposed. dNC-ECPM uses the theorem and strategy of 

ECPat with dNC_Set structure instead of dPidset structure. 

Experimental results show that ECPat is better than dNC-ECPM 

and Na-MEI for sparse datasets. This uses the divide-and-

conquer strategy and the difference pidset (dPidset) concept for 

mining EIs fully. 

b) Scope 

 This product can be implemented with erasable closed 

mining with Accidents dataset. ECP is the most widely used 

dataset for efficient algorithms mining erasable closed patterns 

mining. 

Objectives 

 We developed erasable closed pattern mining (ECPat). 

 dNC_Set based algorithm for erasable closed pattern 

mining (dNC-ECPM)] for mining ECPs    based on this 

theorem are proposed. 

 The goal is to find the sets of item sets which can be 

eliminated (erased), allowing managers to create a new 

production plan. 

II REVIEW OF LITERATURE 

R. Agrawal and R. Srikant [1].  

 We consider the problem of discovering association 

rules between items in a large database of sales transactions. We 

present two new algorithms for solving this problem that are 

fundamentally different from the known algorithms. Decrease 

the execution time as the number of items in database. We 

discovering association rule between items in a large database 

of transaction. 

R. Agrawal, T. Imielinski, and A. Swami [2],  

 Mining Association Rules between Sets of Items in 

Large Databases has studied the problem given a large database 

of customer transactions. Each transaction consists of items 

purchased by a customer in a visit. We present an efficient 

algorithm that generates all significant association rules 

between items in the database. The algorithms make multiple 

passes over the large dataset. Generate all the combinations of 

items that have fractional transactions support a certain 

threshold called min-support. 

Z.-H. Deng and X.-R. Xu [3]. 
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  We present a new data representation called 

NC_set, which keeps track of the complete information used 

for mining erasable itemsets. Based on NC_set, we propose 

a new algorithm called MERIT for mining erasable itemsets 

efficiently. MERIT algorithm is efficient and is on average 

about two orders of magnitude faster than the META 

algorithm, the first algorithm for mining erasable itemsets. It 

described and a formal description of erasable itemsets. 

T.-L. Dam, K. Li, P. Fournier-Viger, and Q.-H [4]. 

 Duong, Frequent itemsets mining has been studied 

extensively in literature. Most previous studies require the 

specification of a min_support threshold and aim at mining a 

complete set of frequent itemsets satisfying min_support. 

However, in practice, it is difficult for users to provide an 

appropriate min_support threshold. Using closed node count 

array and descendant sum to raise minimum support before 

tree mining. It is difficult for users to provide an appropriate 

min_support threshold. 

J. Han, J. Pei, and Y. Yin [5], 

  Mining frequent patterns in transaction databases, 

time series databases, and many other kinds of databases has 

been studied popularly in data mining research. Most of the 

previous studies adopt an Apriori-like candidate set 

generation-and-test approach. However, candidate set 

generation is still costly, especially when there exist prolic 

patterns and/or long patterns. This is efficient mining of 

frequent patterns in large database. Mining a complete set of 

frequent item set satisfying min_support.  

Chun-Wei Lin Tzung-Pei Hong [6].  

 The proposed pre-large-tree maintenance algorithm 

has good performance for handling modified records; the 

proposed algorithm needs to maintain nodes of pre-large 

items in the tree structure. This is the additional overhead, 

which is a trade-off between execution time and tree 

complexity.  It partition the record and pre-large and small 

in the original database. It is used to compress a database 

into a tree structure which stores only large items. 

Vincent S. Tseng, Bai-En Shie, Cheng-Wei Wu, and 

Philip S. Yu, Fellow[7],  

 We propose two algorithms, namely utility pattern 

growth (UP-Growth) and UP-Growth+, for mining high 

utility itemsets with a set of effective strategies for pruning 

candidate itemsets. The information of high utility itemsets 

is maintained in a tree-based data structure named utility 

pattern tree (UP-Tree) such that candidate itemsets can be 

generated efficiently with only two scans of database. The 

maintaining the information in high utility item set. It 

producing a large number of candidate itemsets for high 

utility itemsets. 

Unil Yun* and Gangin Lee [8],  

 We compare performance of the proposed 

algorithm to state-of-the-art tree-based approaches with 

respect to various real and synthetic datasets. Experimental 

results show that our method is more efficient and scalable than 

the competitors in terms of runtime, memory, and pattern 

generation. The processing technique and an item weight-based 

pattern pruning method. They are not suitable for dealing with 

dynamic data stream environments. 

Gwangbum Pyun · Unil Yun [9], 

 We propose novel techniques for reducing pattern 

combinations in the single-path. Two algorithms are introduced 

in this paper, where the former is CRM (Combination Reducing 

method), applying our reduction manner, and the latter is 

CRMN (Combination Reducing method for N-itemsets), 

considering N-itemsets, i.e., patterns‟ lengths. A performance 

evaluation shows that CRM and CRMN algorithms can 

efficiently reduce pattern combinations in single-paths 

compared to state-of-the-art algorithms. Reducing pattern 

combinations in the single-path. Top-k mining methods use the 

support of the k-th pattern, not a user-specified minimum 

support. 

Mohammed J. Zaki, Member [10],  

 We also present the effect of using different database 

layout schemes combined with the proposed decomposition and 

traversal techniques. We experimentally compare the new 

algorithms against the previous approaches, obtaining 

improvements of more than an order of magnitude for our test 

databases. This is proposed decomposition and traversal 

techniques. Association rule discovery has emerged as an 

important problem in knowledge discovery and data mining. 

III SYSTEM ARCHITECTURE 

 The present investigation subsequently proposes 

erasable closed pattern (ECPs) to speak to and pack the mined 

EPs without data loss. An ECP set does not contain many EPs 

with the same profit. The execution of intelligent systems is that 

utilization ECPs will hence be significantly upgraded. In any 

case, there are no current methodologies for mining ECPs. In, 

we introduced MECP algorithm for mining ECPs basically. In 

this article, a theorem in light of dPidset structure for quick 

deciding ECPs is proposed and demonstrated. In light of this 

theorem, ECPat (Erasable Closed Pattern mining), an expanded 

algorithm of MECP, is given and encased a propelled 

illustration. 

System Overview:- 

Method: Construct-WPPC-tree (DB, n)  

//Generate erasable 1-itemsets 

(1) Scan DB once to find the set of erasable 1-itemset E1 and 

their gains. Sort E1 in frequency descending order as If, which 

is the list of ordered frequent items. Note that the frequency of 

an item is the number of products that contain the items 

//Construct the WPPC-tree 

(2) Create the root of a WPPC-tree, Tr, and label it as „„null‟‟. 

Scan DB again. For each product P in DB, arrange its erasable 
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items into the order of If. Without loss of generality, we still 

denote the arranged set of erasable items as P. In addition, 

we denote the profit of P (that is P _ Val) by alp. Call 

insert_tree(P, Tr) to insert it into the PPC-tree  

//Generate the Pre-Post code of each node 

 
Figure. 1 System architecture 

 (3) Scan PPC-tree to generate the pre-order and the post-

order of each node 

Function insert_tree(P, Tr) { 

While (P is not null) do { 

Let P[1] be the first element of P and P _ P[1] means the 

remaining list after deleting P[1] from P 

If Tr has a child N such that N. item-name = P[1], then 

increment N.weight by Valp; else create a new node N, and 

let its weight be Valp, its parent link be linked to Tr, and call 

insert_tree(P _ P[1], N). 

IV MATHEMATICAL MODEL 

Let DB be a product dataset of a factory, P D {P1, P2; : : : ; 

Pn} be the set of all products in DB, and I D ={i1, i2,…., 

im} be the set of all items (components) for producing the 

products. Each product is represented in the form {Items, 

Va}, where Items are the items required to produce the 

product and Val is the profit that the factory obtains by 

selling the product. 

Draw tree after processing of the data 

X, Y  U 

Let U be the Set of System. 

 U= {User,C} 

Where User, C are the elements of the set. 

User=Data set 

V ALGORITHM 

Algorithm 1: erasable closed pattern mining (ECPat). 

Input: Product Dataset DB and threshold  

Output:  which is the set of all ECPs 

1. Scan DB to determine its total profit(T), and the erasable 

patterns (E1) with their dPidsets. 

2. Let Hashtable= be a hashtable for storing the indexes of 

ECPs. 

3. Sort E1 according to the length of dPidsets in decreasing 

order. 

4. If E1 has more than one elements, call Expand E(E1). 

Algorithm 2: dNC Set based algorithm for erasable closed 

pattern mining (dNC-ECPM) 

Input: Product Dataset DB and threshold  

Output:  which is the set of all ECPs 

1. Scan DB to construct WPPC tree threshold and determine 

E1. 

2. Generate dNC Sets of E1. 

3. Let Hashtable=  be a hashtable for storing the indexes of 

ECPs. 

4. If E1 has more than one elements, call dNC_Expand_ E(E1). 

EXPERIMENTAL SET UP 

Let us consider the table 1 for the response time of all 

algorithms comparison with the datasets. 

Table 1: Algorithm comparison 

dNC_ECPM ECPat Na-MEI 

0.2 0.2 0.2 

10 40 100 

50 60 110 

150 170 175 

 

 
Figure 2: Graph dataset 

VI CONCLUSION 

 In this project, we investigation defined ECPs, inferred 

a theorem for quick deciding ECPs. At that point, we proposed 

ECPat and dNC-ECPM algorithms for mining ECPs. A few 

analyses were led to think about the mining time, and memory 

use between ECPat, dNC-ECPM and an innocent approach (all 

EPs are mined by MEI and afterward ECPs are found from the 
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got EPs). The outcomes demonstrate that ECPat is the best 

technique for digging ECPs for sparse datasets. The other 

way around, dNC-ECPM algorithm beats the ECPat and 

guileless approach as far as mining time and memory use for 

all the rest of the datasets. In future work, we will ponder a 

few issues identified with EPs, for example, mining EPs 

from tremendous datasets, mining top-rank-k ECPs, and 

mining maximal EPs. In addition, we will examine the issue 

of mining erasable patterns in various leveled datasets. 
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