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ABSTRACT: Seeing short messages is essential to 

numerous applications, however challenges proliferate. In 

the first place, short messages don't generally watch the 

grammar of a composed dialect. Therefore, conventional 

regular dialect handling apparatuses, extending from 

grammatical feature labelling to reliance parsing, can't be 

effectively connected. Second, short messages as a rule 

don't contain adequate factual signs to help many best in 

class approaches for content mining, for example, subject 

demonstrating. Third, short messages are more uncertain 

and loud, and are produced in a gigantic volume, which 

additionally expands the trouble to deal with them. We 

contend that semantic information is required with a 

specific end goal to better see short messages. In this work, 

we assemble a model framework for short content 

understanding which abuses semantic learning gave by an 

outstanding learning base and consequently reaped from a 

web corpus. Our insight escalated approaches disturb 

conventional techniques for undertakings, for example, 

content division, grammatical feature labelling, and idea 

naming, as in we concentrate on semantics in every one of 

these assignments. We direct a far reaching execution 

assessment on genuine information. The outcomes 

demonstrate that semantic information is irreplaceable for 

short content comprehension, and our insight escalated 

approaches are both compelling and proficient in finding 

semantics of short messages. 

Keywords: Short text understanding, text segmentation, 

type detection, concept labelling, semantic knowledge. 

1. INTRODUCTION 

 Information explosion highlights the need for 

machines to better understand natural language texts. In this 

paper, we focus on short texts which refer to texts with 

limited context. Many applications, such as web search and 

micro blogging services etc., need to handle a large amount 

of short texts. Obviously, a better understanding of short 

texts will bring tremendous value. One of the most 

important tasks of text understanding is to discover hidden 

semantics from texts. Many efforts have been devoted to this 

field. For instance, named entity recognition (NER) [1] [2] 

locates named entities in a text and classifies them into 

predefined categories such as persons, organizations, 

locations, etc. Topic models [3] [4] attempt to recognize 

“latent topics”, which are represented as probabilistic 

distributions on words, from a text. Entity linking [5] [6] [7] [8] 

[9] [10] [11] focuses on retrieving “explicit topics” expressed as 

probabilistic distributions on an entire knowledgebase. 

However, categories, “latent topics”, as well as “explicit topics” 

still have a semantic gap with humans’ mental world. As stated 

in Psychologist Gregory Murphy’s highly acclaimed book [12], 

“concepts are the glue that holds our mental world together”. 

Therefore, we define short text understanding as to detect 

concepts mentioned in a short text.  

II LITERATURE REVIEW 

Name ambiguity problem has raised urgent demands 

for efficient, high-quality named entity disambiguation 

methods. In recent years, the increasing availability of large-

scale, rich semantic knowledge sources (such as Wikipedia and 

WordNet) creates new opportunities to enhance the named 

entity disambiguation by developing algorithms which can 

exploit these knowledge sources at best. The problem is that 

these knowledge sources are heterogeneous and most of the 

semantic knowledge within them is embedded in complex 

structures, such as graphs and networks. This paper proposes a 

knowledge-based method, called Structural Semantic 

Relatedness (SSR), which can enhance the named entity 

disambiguation by capturing and leveraging the structural 

semantic knowledge in multiple knowledge sources. Empirical 

results show that, in comparison with the classical BOW based 

methods and social network based methods, our method can 

significantly improve the disambiguation performance by 

respectively 8.7% and 14.7%. [9] 

 Entity Linking (EL) is the task of linking name 

mentions in Web text with their referent entities in a knowledge 

base. Traditional EL methods usually link name mentions in a 

document by assuming them to be independent. However, there 

is often additional interdependence between different EL 

decisions, i.e., the entities in the same document should be 

semantically related to each other. In these cases, Collective 

Entity Linking, in which the name mentions in the same 

document are linked jointly by exploiting the interdependence 

between them, can improve the entity linking accuracy. This 

paper proposes a graph-based collective EL method, which can 

model and exploit the global interdependence between different 

EL decisions. Specifically, we first propose a graph based 

representation, called Referent Graph, which can model the 

global interdependence between different EL decisions. Then 
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we propose a collective inference algorithm, which can 

jointly infer the referent entities of all name mentions by 

exploiting the interdependence captured in Referent Graph. 

The key benefit of our method comes from: 1) The global 

interdependence model of EL decisions; 2) The purely 

collective nature of the inference algorithm, in which 

evidence for related EL decisions can be reinforced into 

high-probability decisions. Experimental results show that 

our method can achieve significant performance 

improvement over the traditional EL methods.[10] 

 Integrating the extracted facts with an existing 

knowledge base has raised an urgent need to address the 

problem of entity linking. Specifically, entity linking is the 

task to link the entity mention in text with the corresponding 

real world entity in the existing knowledge base. However, 

this task is challenging due to name ambiguity, textual 

inconsistency, and lack of world knowledge in the 

knowledge base. Several methods have been proposed to 

tackle this problem, but they are largely based on the co-

occurrence statistics of terms between the text around the 

entity mention and the document associated with the entity. 

In this paper, we propose LINDEN1, a novel framework to 

link named entities in text with a knowledge base unifying 

Wikipedia and WordNet, by leveraging the rich semantic 

knowledge embedded in the Wikipedia and the taxonomy of 

the knowledge base. We extensively evaluate the 

performance of our proposed LINDEN over two public data 

sets and empirical results show that LINDEN significantly 

outperforms the state-of-the-art methods in terms of 

accuracy. [11] 

 Many private and/or public organizations have 

been reported to create and monitor targeted Twitter streams 

to collect and understand users’ opinions about the 

organizations. Targeted Twitter stream is usually 

constructed by filtering tweets with user-defined selection 

criteria (e.g., tweets published by users from a selected 

region, or tweets that match one or more predefined 

keywords). Targeted Twitter stream is then monitored to 

collect and understand users’ opinions about the 

organizations. There is an emerging need for early crisis 

detection and response with such target stream. Such 

applications require a good named entity recognition (NER) 

system for Twitter, which is able to automatically discover 

emerging named entities that is potentially linked to the 

crisis. In this paper, we present a novel 2-step unsupervised 

NER system for targeted Twitter stream, called TwiNER. In 

the first step, it leverages on the global context obtained 

from Wikipedia and Web N-Gram corpus to partition tweets 

into valid segments (phrases) using a dynamic programming 

algorithm. Each such tweet segment is a candidate named 

entity. It is observed that the named entities in the targeted 

stream usually exhibit a gregarious property, due to the way 

the targeted stream is constructed. In the second step, TwiNER 

constructs a random walk model to exploit the gregarious 

property in the local context derived from the Twitter stream. 

The highly-ranked segments have a higher chance of being true 

named entities. We evaluated TwiNER on two sets of real-life 

tweets simulating two targeted streams. Evaluated using labeled 

ground truth, TwiNER achieves comparable performance as 

with conventional approaches in both streams. Various settings 

of TwiNER have also been examined to verify our global 

context + local context combo idea. [12] 

 Micro blog platforms such as Twitter are being 

increasingly adopted by Web users, yielding an important 

source of data for web search and mining applications. Tasks 

such as Named Entity Recognition are at the core of many of 

these applications, but the effectiveness of existing tools is 

seriously compromised when applied to Twitter data, since 

messages are terse, poorly worded and posted in many different 

languages. In this paper, we briefly describe a novel NER 

approach, called FS-NER (Filter Stream Named Entity 

Recognition) to deal with Twitter data, and present the results of 

a preliminary performance evaluation conducted to assess it in 

the context of the Concept Extraction Challenge proposed by 

the 2013 Workshop on Making Sense of Micro posts - 

MSM2013. FS-NER is characterized by the use of filters that 

process unlabeled Twitter messages, being much more practical 

than existing supervised CRF-based approaches. Such filters 

can be combined either in sequence or in parallel in a flexible 

way. Our results show that, despite the simplicity of the filters 

used, our approach outperformed the baseline with 

improvements of 4.9% on average, while being much faster. 

[13] 

 We designed and implemented Tagme, a system that is 

able to efficiently and judiciously augment a plain-text with 

pertinent hyperlinks to Wikipedia pages. The specialty of 

Tagme with respect to known systems [5, 8] is that it may 

annotate texts which are short and poorly composed, such as 

snippets of search-engine results, tweets, news, etc.. This 

annotation is extremely informative, so any task that is currently 

addressed using the bag-of-words paradigm could benefit from 

using this annotation to draw upon (the millions of) Wikipedia 

pages and their inter-relations. [14] 

 Most text mining tasks, including clustering and topic 

detection, are based on statistical methods that treat text as bags 

of words. Semantics in the text is largely ignored in the mining 

process, and mining results often have low interpretability. One 

particular challenge faced by such approaches lies in short text 

understanding, as short texts lack enough content from which 

statistical conclusions can be drawn easily. In this paper, we 

improve text understanding by using a probabilistic 

knowledgebase that is as rich as our mental world in terms of 

the concepts (of worldly facts) it contains. We then develop a 

Bayesian inference mechanism to conceptualize words and 
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short text. We conducted comprehensive experiments on 

conceptualizing textual terms, and clustering short pieces of 

text such as Twitter messages. Compared to purely 

statistical methods such as latent semantic topic modeling or 

methods that use existing knowledge bases (e.g., WordNet, 

Freebase and Wikipedia), our approach brings significant 

improvements in short text understanding as reflected by the 

clustering accuracy. [15] 

 Conceptualization seeks to map a short text (i.e., a 

word or a phrase) to a set of concepts as a mechanism of 

understanding text. Most of prior research in 

conceptualization uses human-crafted knowledge bases that 

map instances to concepts. Such approaches to 

conceptualization have the limitation that the mappings are not 

context sensitive. To overcome this limitation, we propose a 

framework in which we harness the power of a probabilistic 

topic model which inherently captures the semantic relations 

between words. By combining latent Dirichlet allocation, a 

widely used topic model with Probase, a large-scale 

probabilistic knowledge base, we develop a corpus-based 

framework for context-dependent conceptualization. Through 

this simple but powerful framework, we improve 

conceptualization and enable a wide range of applications that 

rely on semantic understanding of short texts, including frame 

element prediction, word similarity in context, ad-query 

similarity, and query similarity. [16] 

III SYSTEM ARCHITECTURE 

 
Figure 1.  System Architecture 

 Figure 1 illustrates our framework for short text 

understanding. In the offline part, we construct index on the 

entire vocabulary and acquire knowledge from web corpus 

and existing knowledge bases. Then, we pre-calculate 

semantic coherence between terms which will  be  used  for  

online  short  text  understanding.  In  the  online part,  we  

perform  text  segmentation,  type  detection,  and  concept 

labelling, and generate a semantically coherent 

interpretation for a given short text. 

IV METHODOLOGY 

 Indexing of vocabulary and knowledge 

acquisition. 

 Approximate term extraction aims to locate 

substrings in a text which are similar to terms 

contained in a predefined vocabulary. To quantify the 

similarity between two strings, many similarity 

functions have been proposed including token-based 

similarity functions (e.g., jaccard coefficient) and 

character-based similarity functions (e.g., edit 

distance). Due to the prevalence of misspellings in 

short texts, we use edit distance as our similarity 

function to facilitate approximate term extraction. 

 Text Segmentation. 

 We can recognize all possible terms from a 

short text using the tried-based framework described. 
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But the real question is how to obtain a coherent 

segmentation from the set of terms. We use two 

examples to illustrate our approach of text 

segmentation. Obviously, april in paris lyrics is a 

better segmentation of “april in paris lyrics” than 

april paris lyrics, since “lyrics” is more 

semantically related to songs than two months or 

cities. Similarly, vacation april paris is a better 

segmentation of “vacation april in paris”, due to 

higher coherence among “vacation”, “april”, and 

“paris” than that between “vacation” and “april in 

paris”. 

 Type Detection. 

 Recall that we can obtain the collection of 

typed-terms for a term directly from the 

vocabulary. For example, term “watch” appears in 

instance-list, concept-list, as well as verb-list of our 

vocabulary, thus the possible typed-terms of 

“watch” are watch[c]; watch[e]; watch[v]g. 

Analogously, the collections of possible typed-

terms for “free” and “movie” are  free[ad j]; 

free[v]g and movie[c]; movie[e]g respectively, as 

illustrated. For each term derived from a short text, 

type detection determines the best typed-term from 

the set of possible typed-terms. In the case of 

“watch free movie”, the best typed-terms for “watch”, 

“free”, and “movie” are watch[v], free[ad j], and 

movie[c] respectively. 

 

 Concept Labeling. 

The most important task in concept labeling is instance 

disambiguation, which is the process of eliminating 

inappropriate semantics behind an ambiguous instance. 

We accomplish this task by re-ranking concept clusters 

of the target instance based on context information in a 

short text (i.e., remaining terms), so that the most 

appropriate concept clusters are ranked higher and the 

incorrect ones lower. Our intuition is that a concept 

cluster is appropriate for an instance only if it is a 

common semantics of that instance and it achieves 

support from surrounding context at the same time. 

Take “hotel california eagles” as an example. Although 

both animal and music band are popular semantics of 

“eagles”, only music band is semantically coherent 

(i.e., frequently co-occurs) with the concept song and 

thus can be kept as the final semantics of “eagles”. 

 

V ALGORITHM 

1. Algorithm 1 Maximal Clique by Monte Carlo (MaxCMC) 
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VI APPLICATIONS 

 Use of social media increases rapidly in society also short text increased accordingly. 

 The labeling of concept or text which is received on social site is crucial. 

VII RESULTS 
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VIII CONCLUSION AND FUTURE WORK 

We propose a summed up structure to see short 

messages viably and proficiently. All the more particularly, 

we separate the undertaking of short content comprehension 

into three subtasks: content division, sort discovery, and idea 

marking. We detail content division as a weighted Maximal 

Clique issue, and propose a randomized estimation 

calculation to keep up exactness and enhance proficiency in 

the meantime. We present a Chain Model and a Pair astute 

Model which join lexical and semantic highlights to lead 

sort location. They accomplish preferable exactness over 

customary POS taggers on the named benchmark. 

  We employ a Weighted Vote algorithm to 

determine the most appropriate semantics for an instance 

when ambiguity is detected. The experimental results 

demonstrate that our proposed framework outperforms 

existing state-of-the-art approaches in the field of short text 

understanding. 
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