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Abstract— In this paper, here introduce  recovery 

method for  natural images defected by impulse noise. 

Here used hybrid graph Laplacian regularized 

regression to perform progressive image recovery using 

unified framework. by using laplacian pyramid here 

build multi-scale representation of input image and 

recover noisy image from corser scale to finer scale. 

Hence smoothness of image can be recovered. Using 

implicit kernel a graph Laplacian regularization model 

represented which minimizes the least square error on 

the measured. A multi-scale Laplacian pyramid which is 

framework here proposed where the intrascale 

relationship can be modelled with the implicit kernel 

graph Laplacian regularization model in input space 

interscale relationship model with the explicit kernel in 

feature space. Hence image recovery algorithm recovers 

the More image details and edges. 
Keywords:- impulse noise, graph laplacian regularized 

regression, multi-scale framework 

 

I  INTRODUCTION 

In image analysis, the extraction of information can be 

significantly altered by the presence of random distortions 

called noise. The type and energy of this noise naturally 

depend on the way the images have been acquired or 

transmitted. The observed image usually consists in a 2D 

array of pixels: for gray-level images, there is only one 

channel of light intensity measurement, whereas 

multispectral (e.g. color) images can have several channels 

(e.g. RGB: red, green and blue). In most imaging modalities, 

the measurements are usually performed by a charge-

coupled device (CCD) camera which can be seen as a matrix 

of captors. The pixel value at a particular location is given 

by the number of photons received by the corresponding 

captor for a fixed period of time. Most of the noise arises 

from the fluctuation of the number of incoming photons, but 

additional perturbations are generated by the thermal 

instabilities of the electronic acquisition devices and the 

analog-to-digital conversion. Although the amount of noise 

actually depends on the signal intensity, it is often modelled 

as an additive independent (typically Gaussian) random. Digital 

images plays very significant role in our daily routine like 

satellite television, computer resonance imaging and in area of 

research and technology. Image sensors collect the data sets 

which are contaminated by noise due to imperfect instruments, 

disturbed natural phenomenon can all degrade the quality of 

data of interest. Noise can also be introduced in images due to 

transmission and compression of images. Thus; image denoising 

is the necessary and foremost step for image analysis. This 

paper provides different methodologies for noise reduction and 

gives us also the insights into the methods to determine which 

method will provide the reliable and approximate estimate of 

original image given its degraded version. Modelling of noise is 

dependent on several factors such as data capturing instruments, 

transmission media, and quantisation of image and discrete 

sources of radiation. Depending on the noise model, different 

algorithms can be used. In ultrasound images, speckle noise is 

observed whereas in MRI images noise is observed. The 

recovery of image from corrupted observation is the problem 

that encouraged in many engineering and science applications, 

consumer electronics to medical imaging. In many practically 

observed images contains noise that should be removed 

beforehand for improving the virtual pleasure and the reliability 

of subsequent image analysis task. Image contains the various 

types of noise and the impulse noise is one of the most 

frequently happened noise, which may be introduced into image 

during acquisition and transmission. Hence, In this paper we 

focus on the impulse noise removal. 

 
Figure 1: Basic Flow of Image Denoising 

II LETURATURE SURVAY 

There are variety of impulse noise removal methods. In 

general the results of the noise removal have a strong influence 

on the quality of the image processing technique. Several 

techniques for noise removal are well established in image 
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processing. The nature of the noise removal problem 

depends on the type of the noise corrupting the image. In the 

field of image noise reduction several linear and non linear 

filtering methods have been proposed. Linear filters are not 

able to effectively eliminate impulse noise as they have a 

tendency to blur the edges of an image. 

III EXISTING METHOD 

Recently, progress in semi-supervised learning 

gives us additional inspiration to address the problem of 

image recovery. Semi-supervised learning is motivated by a 

considerable interest in the problem of learning from both 

labelled(measured) and unlabeled (unmeasured) points. 

Specially, geometry-based semi-supervised learning 

methods show that natural images cannot possibly fill up the 

ambient Euclidean space rather it may reside on or close to 

an underlying sub-manifold. 

 

    Figure 2.three sample images in the test set 

In this paper, here try to extract this kind of low 

dimensional structure and use it as prior knowledge to 

regularize the process of image denoising. In another word, 

in the algorithm design, we will explicitly take into account 

the intrinsic manifold structure by making use of both 

labelled and unlabeled data points. Motivated by the above 

observation, the well-known theory of kernels and works on 

graph-based signal processing, in this paper, we propose a 

powerful algorithm to perform progressive image recovery 

based on hybrid graph Laplacian regularized regression. In 

our method, a multi-scale representation of the target image 

is constructed by Laplacian pyramid, through which we try 

to effectively combine local smoothness and non-local self-

similarity. On one hand, within each scale, a graph 

Laplacian regularization model represented by implicit 

kernel is learned which simultaneously minimizes the least 

square error on the measured samples and preserves the 

geometrical structure of the image data space by exploring 

non-local self-similarity. In this procedure, the intrinsic 

manifold structure is considered by using both measured and 

unmeasured samples. On the other hand, between two 

scales, the proposed model is extended to the parametric 

manner through explicit kernel mapping to model the inter-

scale correlation, in which the local structure regularity is 

learned and propagated from coarser to finer scales. 

IV  PROPOSED  SYSTEM 

These method has used the adaptive median filter to classify the 

noise and clean the samples, which depends on the type of 

noise. Then used the graph laplacian regularized regression to 

denoise the input image. Basic flow of the project is as shown in 

Figure 1 

It is worth noting that the proposed method is a general 

framework to address the problem of image recovery. We 

choose one typical image recovery task, impulse noise removal, 

but not limit to this task, to validate the performance of the 

proposed algorithm. Moreover, in this method the objective 

functions are formulated in the same form for intra-scale and 

inter-scale processing, but with different solutions obtained in 

different feature spaces: the solution in the original feature 

space by implicit kernel is used for intra-scale prediction, and 

the other solution in a higher feature space mapped by explicit 

kernel is used for inter-scale prediction. 

In experiments, we test two cases: both denoising and 

deblurring of image. 

 

Figure 3: quality comparison on salt-and-pepper noise 

removal with the noise level 90%. Column 1: the noisy images; 

Column 2: the results of KR; Column 3: Cai’s results; Column 4: the 

results of IFASDA; Column 4: regularized regression results 

Table 1: Objective quality comparison  of four algorithms for salt-and-

pepper noise removal 

Images KR  CAI IFASDA LAPLACIAN 

1 28.62 28.77 28.13 29.8 

2 29.65 27.86 28.37 30.37 

3 29.81 27.81 28.54 30.09 

 

For comparison, the proposed algorithm is compared with some 

state-of-the-art work. More specifically, four methods  are 

included in this comparative study as show in figure 3: (1) 

kernel regression (KR) based methods (2) two-phase method 

proposed by Cai (3) iterative framelet-based method (IFASDA) 

proposed by (4) proposed method (graph laplacian regularized 
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regression. From the results, we observe that at high noise 

level kernel regression methods generate high frequency 

components. Result is overblurs by Cai’s method, irregular 

outliers along edges and textures can be causes by IFASDA 

method, proposed method gives the best quality by 

combining the intra-scale and inter-scale correlation: using 

the property of local smoothness image is sharper. 

V CONCLUSION 

The framework we explored is a multi-scale Laplacian 

pyramid, where the intra-scale relationship can be modeled 

with the implicit kernel graph Laplacian regularization 

model in input space, while the inter-scale dependency can 

be learned and propagated with the explicit kernel extension 

model in mapped feature space. In this way, both local and 

nonlocal regularity constrains are exploited to improve the 

accuracy of noisy image recovery. 
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