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------------------------------------------------------ ***-------------------------------------------------- 

Abstract:- A system Network intrusion discovery framework (NIDS) helps the system admin to identify network security 

breaks in their own association.Nonetheless, numerous difficulties emerge while building up an intelligent and effective 

NIDS for unexpected and capricious attacks. In recent years, one of the foremost focuses inside NIDS studies has been 

the application of machine learning knowledge of techniques. Proposed work present a novel deep learning model to 

enable NIDS operation within modern networks. The model shows a combination of deep learning, capable of correctly 

analyzing a wide-range of network traffic. Moreover, additionally proposes novel deep learning classification display 

built utilizing feature extraction techniques. The performance evaluated network intrusion detection analysis dataset, 

particularly KDDCUP dataset.  
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I INTRODUCTION 

One of the major challenges in network security is the 

provision of a robust and effective Network Intrusion 

Detection System (NIDS). Despite the considerable 

advances in NIDS system, the majority of solutions still 

operate using less-successful signature-based 

techniques, rather than anomaly detection strategies. 

The current issues are the existing techniques leads to 

ineffective and inaccurate detection of attacks. There 

are three main limitations like, volume of network data, 

in-depth monitoring and granularity required to 

improve effectiveness and accuracy and finally the 

number of different protocols and diversity of data 

traversing. The main focus of NIDS research has been 

the application of machine learning and shallow 

learning techniques. The initial deep learning research 

has demonstrated that its superior layer-wise feature 

learning can better or at least match the performance of 

deep learning techniques. It is able to facilitating a 

deeper evaluation of network data and faster 

identification of any anomalies. In this paper, proposes 

a novel deep learning version to enable NIDS operation 

inside modern networks. 

Despite increasing awareness of network security, the 

existing solutions remain incapable of fully protecting 

inter- net applications and computer networks opposite 

the threats from ever-advancing cyber-attack method 

like as DoS attack and computer malware. Developing 

effective and adaptive security approaches, therefore, 

has become more critical than ever before. The 

traditional security techniques, as the first line of 

security defense, such as user authentication, firewall 

and data encryption, are insufficient to fully cover the 

hole landscape of network security while facing 

challenge from ever-evolving intrusion skills and 

method [1]. Hence, other line of security defense is 

more recommended, like Intrusion Detection System 

(IDS).  Currently, an IDS alongside with anti-virus 

software has become an important complement to the 

security infrastructure of most organizations. The 
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combination of these two lines provides a more 

comprehensive defense against those threats and 

enhances network security. A significant amount of 

research has been conducted to develop intelligent 

intrusion detection techniques, which help achieve 

better network security. Bagged boosting-based on C5 

decision trees [2] and Kernel Miner [3] are two of the 

earliest attempts to build intrusion detection schemes. 

Methods proposed in [4] and [5] have successfully 

applied machine learning techniques to classify 

network traffic patterns that do not match normal 

network traffic. Both systems were equipped with five 

distinct classifiers to detect normal traffic and four 

different types of attacks (i.e., DoS, probing, U2R and 

R2L). 

II.RELATED WORK 

The paper [1] focuses on deep learning methods which 

are inspired by the structure depth of human brain learn 

from lower level characteristic to higher levels concept. 

It is because of abstraction from multiple levels, the 

Deep Belief Network (DBN) helps to learn functions 

which are mapping from input to the output. The 

process of learning does not dependent on human-

crafted features. DBN uses an unsupervised learning 

algorithm, a Restricted Boltzmann Machine (RBM) for 

each layer. Advantages are: Deep coding is its ability to 

adapt to changing contexts concerning data that ensures 

the technique conducts exhaustive data analysis. 

Detects abnormalities in the system that includes 

anomaly detection, traffic identification. Disadvantages 

are: Demand for faster and efficient data assessment. 

The main purpose of [2] paper is to review and 

summarize the work of deep learning on machine 

health monitoring. The applications of deep learning in 

machine health monitoring systems are reviewed 

mainly from the following aspects: Autoencoder (AE) 

and its variants, Restricted Boltzmann Machines and its 

variants including Deep Belief Network (DBN) and 

Deep Boltzmann Machines (DBM), Convolutional 

Neural Networks (CNN) and Recurrent Neural 

Networks (RNN).Advantages are:DL-based MHMS do 

not require extensive human labor and expert 

knowledge.The applications of deep learning models 

are not restricted to specific kinds of machines. 

Disadvantages are: The performance of DL-based 

MHMS heavily depends on the scale and quality of 

datasets. 

Proposes the use of a stacked denoisingautoencoder 

(SdA), which is a deep learning algorithm, to establish 

an FDC model for simultaneous feature extraction and 

classification. The SdA model [3] can identify global 

and invariant features in the sensor signals for fault 

monitoring and is robust against measurement noise. 

An SdA is consisting of denoisingautoencoders that are 

stacked layer by layer. This multilayered architecture is 

capable of learning global features from complex input 

data, such as multivariate time-series datasets and high-

resolution images.Advantages are:SdA model is useful 

in real applications.The SdA model proposes 

effectively learn normal and fault-related features from 

sensor signals without preprocessing.Disadvantages 

are:Need to investigate a trained SdA to identify the 

process parameters that most significantly impact the 

classification results. 

Proposes a novel deep learning-based recurrent neural 

networks (RNNs)model [4] for automatic security audit 

of short messages from prisons, which can classify 

short messages(secure and non-insecure).In this paper, 

the feature of short messages is extracted by word2vec 

which captures word order information, and each 

sentence is mapped to a feature vector. In particular, 

words with similar meaning are mapped to a similar 

position in the vector space, and then classified by 

RNNs.Advantages are:The RNNs model achieves an 

average 92.7% accuracy which is higher than 

SVM.Taking advantage of ensemble frameworks for 

integrating different feature extraction and 

classification algorithms to boost the overall 

performance.Disadvantages are:It is apply on only short 

messages not large-scale messages. 
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Signature-based features technique as a deep 

convolutional neural network [5] in a cloud platform is 

proposed for plate localization, character detection and 

segmentation. Extracting significant features makes the 

LPRS to adequately recognize the license plate in a 

challenging situation such as i) congested traffic with 

multiple plates in the image ii) plate orientation towards 

brightness, iii) extra information on the plate, iv) 

distortion due to wear and tear and v) distortion about  

captured images in bad weather like as hazy images. 

Advantages are: The superiority of the proposed 

algorithm in the accuracy of recognizing LP rather than 

other traditional LPRS. Disadvantages are: There are 

some unrecognized or miss-detection images. 

In [6] paper, a deep learning approach for anomaly 

detection using a Restricted Boltzmann Machine 

(RBM) and a deep belief network are implemented. 

This method uses a one-hidden layer RBM to perform 

unsupervised feature reduction.The resultant weights 

from this RBM are passed to another RBM producing a 

deep belief network. The pre-trained weights are passed 

into a fine tuning layer consisting of a Logistic 

Regression (LR) classifier with multi-class soft-

max.Advantages are:Achieves 97.9% accuracy.It 

produces a low false negative rate of 

2.47%.Disadvantages are:Need to improve the method 

to maximize the feature reduction process in the deep 

learning network and to improve the dataset. 

The paper [7] proposes a deep learning based approach 

for developing an efficient and flexible NIDS. A sparse 

autoencoder and soft-max regression based NIDS was 

implemented. Uses Self-taught Learning (STL), a deep 

learning based technique, on NSL-KDD - a benchmark 

dataset for network intrusion. Advantages are: STL 

achieved a classification accuracy rate more than 98% 

for all types of classification. Disadvantages are: Need 

to implement a real-time NIDS for actual networks 

using deep learning technique. 

In [8] paper choose multi-core CPU’s as well as GPU’s 

to evaluate the performance of the DNN based IDS to 

handle huge network data.The parallel computing 

capabilities of the neural network make the Deep 

Neural Network (DNN) to effectively look through the 

network traffic with an accelerated 

performance.Advantages are:The DNN based IDS is 

reliable and efficient in intrusion detection for 

identifying the specific attack classes with required 

number of samples for training.The multicore CPU’s 

was faster than the serial training 

mechanism.Disadvantages are:Need to improve the 

detection accuracies of DNN based IDS. 

In [9] paper, proposes a mechanism for detecting large 

scale network-wide attacks using Replicator Neural 

Networks (RNNs) for creating anomaly detection 

models.Our approach is unsupervised and requires no 

labeled data. It also accurately detects network-wide 

anomalies without presuming that the training data is 

completely free of attacks.Advantages are:The 

proposed methodology is able to successfully discover 

all prominent DDoS attacks and SYN Port scans 

injected. Proposed methodology is resilient against 

learning in the presence of attacks, something that 

related work lacks.Disadvantages are:Need to improve 

proposed methodology by using stacked autoencoder 

deep learning techniques. 

Based on the flow-based nature of SDN, we propose a 

flow-based anomaly detection system using deep 

learning. In [10] paper, apply a deep learning approach 

for flow-based anomaly detection in an SDN 

environment.Advantages are:It finds an optimal hyper-

parameter for DNN and confirms the detection rate and 

false alarm rate.The model gets the performance with 

accuracy of 75.75% which is quite reasonable from just 

using six basic network features.Disadvantages are:It 

will not work on real SDN environment. 

III .OPEN ISSUES 

`The current network traffic data, which are often huge 

in size, present a major challenge to IDSs These “big 

data” slow down the entire detection process and may 

lead to unsatisfactory classification accuracy due to the 
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computational difficulties in handling such 

data.Machine learning technologies have been usually 

used in IDS. However, most of the traditional machine 

learning technologies refer to shallow learning; they 

cannot effectively solve the enormous intrusion data 

classification issue that arises in the face of a real 

network application environment. Additionally, shallow 

learning is incompatible to intelligent analysis and the 

predetermined requirements of high-dimensional 

learning with enormous data. 

Disadvantages: 

Computer systems and internet have become a major 

part of the critical system. The current network traffic 

data, which are often huge in size, present a major 

challenge to IDSs. These “big data” slow down the 

entire detection process and may lead to unsatisfactory 

classification accuracy due to the computational 

difficulties in handling such data. Classifying a huge 

amount of data usually causes many mathematical 

difficulties which then lead to higher computational 

complexity. 

IV.CONCLUSION 

In this paper, we have discussed the problems faced by 

existing NIDS techniques. In response to this we have 

proposed our novel NDAE method for unsupervised 

feature learning. We have then built upon this by 

proposing a novel classification model constructed 

from stacked NDAEs and the RF classification 

algorithm. Also we implemented the Intrusion 

prevention system. The result shows that our approach 

offers high levels of accuracy, precision and recall 

together with reduced training time. The proposed 

NIDS system is improved only 5% accuracy. So, there 

is need to further improvement of accuracy. And also 

further work on real-time network traffic and to handle 

zero-day attacks. 
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