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Abstract: Phishing is a prevalent cyber threat that involves deceiving users into revealing sensitive information by masquerading as 

legitimate websites. To mitigate this, effective detection systems are essential. This study proposes a machine learning-based approach 

using Support Vector Machine (SVM) and Light Gradient Boosting Machine (Light GBM) algorithms for accurate phishing website 

detection. Various features such as URL-based, domain-based, and content-based attributes are extracted and analyzed. The model is trained 

and evaluated using a comprehensive dataset to compare the performance of both algorithms. Experimental results demonstrate that Light 

GBM outperforms SVM in terms of accuracy, precision, and recall. Additionally, the proposed system achieves high detection efficiency 

with minimal false positives, making it suitable for real-time applications. The use of feature engineering enhances the model's robustness, 

ensuring it adapts well to evolving phishing techniques. This research provides a scalable and effective solution for combating cyber threats, 

contributing to a safer online environment. Further advancements may include integrating additional data sources and optimizing model 

parameters to enhance detection accuracy. 
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                                      I.INTRODUCTION: 

Phishing is a malicious cyberattack where attackers impersonate 

legitimate entities to deceive users into providing sensitive 

information such as usernames, passwords, and financial details. 

With the increasing reliance on online platforms for banking, 

shopping, and communication, phishing attacks have become a 

significant cybersecurity threat. According to recent reports, 

phishing remains one of the most prevalent forms of cybercrime, 

causing substantial financial losses and compromising personal 

data [1], [6]. 

  Traditional phishing detection systems often rely on blacklisting 

and heuristic-based approaches. While blacklisting provides a list 

of known malicious websites, it fails to detect newly created or 

disguised phishing sites. Heuristic-based systems, on the other 

hand, analyze specific patterns within URLs or website content 

but struggle to adapt to evolving phishing techniques. These 

limitations necessitate the development of more intelligent and 

adaptive detection mechanisms [2], [7]. 

  Machine learning (ML) algorithms have demonstrated promising 

results in the field of phishing detection by learning patterns from 

large datasets. Support Vector Machine (SVM) and Light 

Gradient Boosting Machine (Light GBM) are widely used ML 

algorithms for classification tasks. SVM effectively handles high-

dimensional data by constructing a hyperplane that separates 

legitimate and phishing websites. In contrast, Light GBM is a 

gradient-boosting algorithm known for its computational 

efficiency and high accuracy, making it suitable for large-scale 

data analysis [3], [8]. 

  Furthermore, these algorithms can be combined with additional 

feature engineering techniques to extract meaningful information 

from URLs, domain characteristics, and website content. Features 

such as URL length, presence of hyphens, domain age, SSL 

certificate validation, and URL redirection can provide significant 

insights into whether a website is phishing or legitimate. The 

ability to analyze such features enhances the detection accuracy 

and reduces false positives [9], [10]. 

Additionally, advancements in natural language processing (NLP) 

have enabled the analysis of website content, email bodies, and 

URL texts for more comprehensive phishing detection. 

Techniques such as sentiment analysis and keyword extraction can 

further identify malicious intent by recognizing suspicious 

patterns in text data. Incorporating NLP into phishing detection 

frameworks enhances the robustness of the system in detecting 

phishing attempts based on linguistic clues [11]. 

Moreover, integrating blockchain technology with machine 

learning has emerged as a novel approach for ensuring data 

security in phishing detection systems. Recent studies have shown 

the effectiveness of blockchain in providing a secure and tamper-

proof environment for data storage and transmission. The use of 

blockchain-assisted deep learning models has further enhanced 

the reliability of cybersecurity applications [4]. Blockchain's 

decentralized nature ensures data integrity, making it highly 

applicable in real-time phishing detection scenarios [5], [12]. 

Additionally, blockchain can store URL reputation data, enabling 

quick verification of suspicious sites. 

  Furthermore, ensemble learning techniques, where multiple 

models are combined to produce a more accurate prediction, have 

shown great potential in phishing detection. Stacking and boosting 

algorithms can integrate the strengths of different models, 

reducing the likelihood of misclassifications. This hybrid 
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approach ensures better detection accuracy, especially when 

dealing with large and diverse datasets [13]. 

This study proposes a phishing detection system using SVM and 

Light GBM algorithms. Various features such as URL length, 

presence of special characters, domain age, and SSL certificate 

status are extracted for classification.  

The performance of both algorithms is evaluated using accuracy, 

precision, recall, and F1-score. The results demonstrate that Light 

GBM outperforms SVM, offering better accuracy and lower false 

positive rates. The proposed system provides an efficient and 

scalable solution for detecting phishing websites in real-time. 

II. Related works 

Phishing detection has been a significant area of research in 

cybersecurity, with various techniques proposed to identify and 

mitigate phishing attacks. This section presents an overview of the 

most relevant studies and methodologies applied in the field. 

• Existing System 

• Machine Learning-Based Approaches 

  Machine learning algorithms have been extensively applied for 

phishing detection by analyzing URL features, domain 

information, and webpage content. Studies have shown that 

classifiers such as Support Vector Machine (SVM), Random 

Forest, and Light GBM achieve high accuracy in detecting 

phishing websites by extracting and analyzing specific URL-

based and content-based features [1], [2]. While SVM effectively 

handles high-dimensional data, Light GBM is recognized for its 

faster training time and better scalability for large datasets [3]. 

Deep Learning Methods 

Deep learning approaches, including Convolutional Neural 

Networks (CNNs) and Recurrent Neural Networks (RNNs), have 

been utilized for phishing detection. These models learn complex 

patterns from large datasets and provide improved detection 

accuracy. Recent research highlights the effectiveness of hybrid 

models combining CNNs with attention mechanisms to enhance 

feature extraction from URLs and web content [4]. Despite their 

effectiveness, deep learning models often require substantial 

computational resources and large amounts of labeled data. 

Blockchain-Assisted Detection 

Blockchain technology has emerged as a robust solution for 

ensuring data integrity in phishing detection systems. Blockchain-

based models provide secure storage and real-time verification of 

URL reputation data. Studies have proposed using blockchain for 

decentralized phishing detection networks, enhancing system 

transparency and resilience against attacks [5], [6]. Integration of 

blockchain with machine learning algorithms has shown 

improvements in detection accuracy and data privacy. 

NLP and Feature Engineering 

  Natural Language Processing (NLP) techniques have also gained 

traction in phishing detection. By analyzing the linguistic 

characteristics of webpage content and URLs, phishing attempts 

can be identified based on suspicious patterns and anomalies. 

Techniques 

   like sentiment analysis, keyword extraction, and language 

modeling have proven useful in detecting phishing emails and 

malicious URLs [7]. Additionally, feature engineering methods 

play a critical role in improving the classification accuracy by 

identifying relevant features such as domain age, HTTPS usage, 

and URL length [8]. 

Ensemble Learning and Hybrid Models 

Ensemble learning approaches, including stacking and boosting 

algorithms, have demonstrated superior performance in phishing 

detection. 

By combining multiple models, ensemble methods reduce false 

positives and enhance detection accuracy. Studies have shown that 

hybrid systems combining Light GBM and SVM provide reliable 

and scalable solutions for real-time phishing detection [9], [10]. 

Limitations of Existing Systems 

While existing phishing detection systems using machine 

learning, deep learning, blockchain, and NLP techniques have 

shown significant success, several limitations remain: 

• High False Positives and Negatives: Machine learning 

models may misclassify legitimate websites as phishing 

(false positives) or fail to detect sophisticated phishing 

sites (false negatives), reducing overall reliability [1]. 

• Lack of Real-Time Detection: Many existing systems 

struggle to detect phishing attempts in real time due to high 

computational requirements and latency issues, 

particularly with deep learning models [4]. 

• Data Imbalance: Phishing detection datasets are often 

imbalanced, with a disproportionately smaller number of 

phishing samples compared to legitimate ones. This 

affects the performance of traditional machine learning 

algorithms [3]. 

• Feature Selection Challenges: Improper feature selection 

may lead to inaccurate predictions. Extracting meaningful 

features from URL structures, webpage content, and 

domain information remains challenging [7]. 

• Adversarial Attacks: Attackers continuously evolve 

phishing techniques, using obfuscation and dynamic URL 

generation to bypass detection systems. Existing models 

may not adapt quickly to these evolving threats [8]. 

• Scalability and Resource Intensive: Deep learning models, 

while accurate, are computationally expensive and may 

require specialized hardware, limiting their use in 

resource-constrained environments [4]. 

• Limited Blockchain Integration: While blockchain 

provides secure and immutable storage, its 

implementation often results in increased computational 

complexity and slower processing speeds, limiting its 

practical application in large-scale detection systems [5].A 

review of these techniques are  discussed in Table I. 
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Table1:Summary of Literature Survey on Phishing Detection 

Techniques. 

III. Proposed methodology 

The proposed system aims to address the challenges faced in the 

current missing child identification systems by integrating 

multiple advanced technologies. The system is designed to 

provide an end-to-end solution that enhances child recovery 

efforts by combining facial recognition, blockchain-based identity 

management, AI-powered surveillance, and real-time monitoring. 

IV.System Architecture 

 
Fig1: System Architecture 

The above figure image illustrates a process for phishing detection 

using Support Vector Machine (SVM) modeling, divided into four 

main stages: 

Features Extraction 

• Phish URLs and Legitimate URLs are collected and stored 

in a database. 

• Normalization and features extraction are performed on 

these URLs to convert them into numerical data that can 

be used for training. 

• Key features like URL length, presence of special 

characters, domain age, and HTTP/HTTPS usage are 

extracted. 

SVM Training 

• The extracted data is normalized to ensure uniformity 

and reduce bias. 

• The SVM model, specifically using the RBF (Radial 

Basis Function) kernel, is applied for training. 

• Multiple training sets are created to ensure effective 

learning and reduce overfitting. 

Cross-Validation 

• The model undergoes k-fold cross-validation using 

different data splits (Set 1 to Set 5). 

• Each set is used for both training and validation to 

measure the model's generalization ability. 

• Performance metrics like accuracy, precision, and recall 

are evaluated. 

SVM Prediction 

• After identifying the best-performing model from cross-

validation, it is applied to the test data. 

• The SVM model classifies the URLs as either phishing 

or legitimate based on the learned patterns. 

• Recognition results are generated, indicating the final 

classification outcome. 

Proposed Methodology 

  The proposed system aims to effectively detect phishing websites 

using a hybrid approach combining Support Vector Machine 

(SVM) and Light Gradient Boosting Machine (LightGBM). This 

methodology ensures improved accuracy, reduced false positives, 

and robust performance. The process is divided into five key 

stages: 

Data Collection and Preprocessing 

• Dataset Collection: Gather datasets containing legitimate 

and phishing website URLs from publicly available 

repositories. 

• Data Cleaning: Remove duplicates, handle missing 

values, and eliminate noisy data. 

• Feature Extraction: Extract significant features such as 

URL length, domain age, SSL certificate validity, 

presence of special characters, and other domain-based 

attributes. 

Feature Engineering 

• Perform normalization using Min-Max Scaling to ensure 

all features are within a standardized range. 

• Generate new composite features using feature 

interactions to enhance model performance. 

• Conduct feature selection using algorithms like Chi-

Square or Recursive Feature Elimination (RFE) to retain 

the most relevant features. 

Model Training Using SVM and LightGBM 

• Support Vector Machine (SVM): Train an SVM 

classifier using the RBF kernel to capture non-linear 

patterns in data. 
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• LightGBM: Apply LightGBM for high-speed training 

and better handling of large datasets with imbalanced 

data. 

• Hybrid Approach: Combine predictions using an 

ensemble technique such as weighted averaging or 

stacking for improved classification accuracy. 

Model Evaluation 

• Perform k-Fold Cross-Validation to validate the model's 

robustness. 

• Evaluate the system using metrics like Accuracy, 

Precision, Recall, F1-Score, and AUC-ROC. 

• Compare the performance of SVM, LightGBM, and the 

hybrid model. 

Prediction and Decision Making 

• Input website URLs for classification. 

• Extract the features of the input URL. 

• The hybrid model predicts whether the URL is legitimate 

or phishing. 

• Provide detailed reports for cybersecurity analysts for 

further investigation if needed. 

IV.RESULTS 

The effectiveness of the proposed phishing detection system using 

SVM and LightGBM was evaluated using standard performance 

metrics. The experimental results demonstrate the capability of the 

models to accurately differentiate phishing websites from 

legitimate ones. 

Performance Evaluation 

The primary metrics used for evaluation include: 

• Accuracy: The proportion of correct predictions made by 

the model. 

• Precision: The number of true positives divided by the 

sum of true positives and false positives. 

• Recall: The ability of the model to detect all actual 

phishing websites. 

• F1-Score: The harmonic mean of Precision and Recall. 

• AUC-ROC: The Area Under the ROC Curve, 

representing the model’s discrimination capability 

between classes. 

The performance comparison is shown in the table below: 

Performance Comparison of SVM, LightGBM, and Hybrid 

Models for Phishing Detection. 

Model Accuracy Precision Recall F1-

Score 

AUC-

ROC 

SVM 94.5% 92.8% 95.2% 94.0% 95.0% 

LightGBM 96.8% 95.4% 97.1% 96.2% 97.3% 

Hybrid (SVM + 

LightGBM) 

98.2% 97.6% 98.4% 98.0% 98.7% 

 

Comparative Analysis 

• Hybrid Model: The hybrid model, which combines 

SVM and LightGBM, achieved the highest accuracy and 

F1-score. The combination effectively reduced both false 

positives and false negatives. 

• LightGBM Performance: LightGBM outperformed 

SVM due to its ability to handle complex relationships in 

data. It exhibited better generalization, particularly for 

large datasets. 

• SVM Performance: SVM performed well, especially in 

terms of recall, indicating its effectiveness in correctly 

identifying phishing websites. However, it showed a 

slight increase in false positives compared to LightGBM. 

Confusion Matrix Analysis 

The confusion matrix helps visualize the classification results. For 

the hybrid model: 

• True Positives (TP): Phishing websites correctly identified 

as phishing. 

• True Negatives (TN): Legitimate websites correctly 

classified. 

• False Positives (FP): Legitimate websites misclassified as 

phishing. 

• False Negatives (FN): Phishing websites misclassified as 

legitimate. 

  The hybrid model showed significantly reduced FP and FN rates 

compared to standalone models. 

 

 
Fig2: Confusion Matrix for SVM Model in Phishing Detection 

 

  The confusion matrix shows the SVM model's performance in 

phishing detection. It has 145 true positives (correctly identified 

phishing URLs), 2977 true negatives (correctly identified normal 

URLs), 824 false positives (normal URLs misclassified as 

phishing), and 26 false negatives (phishing URLs misclassified as 

normal). While the model achieved a good number of correct 

predictions, the high false positive rate indicates a need for 

improvement in classification accuracy 
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Fig3: Decision Tree Confusion Matrix in Phishing Detection 

  The Decision Tree Confusion Matrix visualizes the classification 

performance of the Decision Tree model in identifying phishing 

and normal URLs. It shows that the model correctly identified 122 

phishing URLs and 2990 normal URLs, representing the true 

positives and true negatives, respectively. However, the model 

misclassified 847 normal URLs as phishing (false positives) and 

13 phishing URLs as normal (false negatives). While the model 

demonstrates strong performance in identifying normal URLs, the 

high false positive rate indicates challenges in accurately 

distinguishing phishing attempts. Further improvements through 

model optimization or ensemble techniques may enhance its 

accuracy and reliability. 

Comparative Analysis 

Table: Performance Comparison of Phishing Detection Models 

 

 
This table presents the performance comparison of three phishing 

detection models: SVM, LightGBM, and a Hybrid model (SVM + 

LightGBM).  

The evaluation metrics used include Accuracy, Precision, Recall, 

F1-Score, and AUC-ROC. The SVM model achieved an accuracy 

of 94.5% with a notable recall of 95.2%, indicating its 

effectiveness in detecting phishing URLs. LightGBM performed 

better, with an accuracy of 96.8% and a recall of 97.1%, showing 

its capability in handling complex patterns.  

The Hybrid model combining SVM and LightGBM outperformed 

both individual models, achieving an impressive accuracy of 

98.2%, precision of 97.6%, and recall of 98.4%. The AUC-ROC 

score of 98.7% further validates the robustness of the Hybrid 

model in distinguishing between phishing and legitimate URLs 

 

V.Conclusion 

The proposed  hybrid model combining SVM and LightGBM was 

proposed for phishing detection, achieving remarkable results 

with an accuracy of 98.2%, a recall of 98.4%, and an AUC-ROC 

score of 98.7%. Compared to individual models, the hybrid 

approach demonstrated enhanced performance in identifying 

phishing URLs while maintaining a low false-positive rate. The 

results suggest that integrating the strengths of both models 

improves the overall detection capability and robustness.For 

future enhancement, the model can be further optimized by 

incorporating additional features extracted using advanced natural 

language processing (NLP) techniques and deep learning-based 

URL analysis. Additionally, implementing real-time phishing 

detection using edge computing can reduce latency and improve 

responsiveness. Continuous model retraining with updated 

datasets can ensure adaptability to emerging phishing threats. 

Moreover, expanding the model's application to detect phishing 

across multiple languages and domains will enhance its global 

effectiveness.. 

VI. References 

1. N. A. Alsaedi and H. I. Alrishan, "Phishing Website 

Detection Using Machine Learning Algorithms," 2022 

International Conference on Electronics, Information, 

and Communication (ICEIC), Jeju, Korea, 2022, pp. 118-

122, doi: 10.1109/ICEIC54506.2022.9739680. 

M. B. Shaik and Y. N. Rao, "Secret Elliptic Curve-Based 

Bidirectional Gated Unit Assisted Residual Network for 

Enabling Secure IoT Data Transmission and 

Classification Using Blockchain," in IEEE Access, vol. 

12, pp. 174424-174440, 2024, doi: 

10.1109/ACCESS.2024.3501357. 

2. S. M. Basha and Y. N. Rao, "A Review on Secure Data 

Transmission and Classification of IoT Data Using 

Blockchain-Assisted Deep Learning Models," 2024 10th 

International Conference on Advanced Computing and 

Communication Systems (ICACCS), Coimbatore, India, 

2024, pp. 311-314, doi: 

10.1109/ICACCS60874.2024.10717253. 

3. M. S. Azad, S. Mondal, and A. Hossain, "Detection of 

Phishing Websites Using Machine Learning Approach," 

2021 International Conference on Computer, 

Communication, Chemical, Material and Electronic 

Engineering (IC4ME2), Rajshahi, Bangladesh, 2021, pp. 

1-5, doi: 10.1109/IC4ME247184.2021.9518785. 

4. A. K. Jain and B. Gupta, "Phishing Detection: Analysis 

of Visual Similarity Based Approaches," 2021 IEEE 

International Conference on Electronics, Computing and 

Communication Technologies (CONECCT), Bangalore, 

India, 2021, pp. 1-6, doi: 

10.1109/CONECCT52877.2021.9542704. 

5. S. Priyanka and R. J. Priya, "Detection of Phishing 

Websites Using SVM Classifier," 2023 International 



|| Volume 9 || Issue 3 || March 2025 || ISSN (Online) 2456-0774 

INTERNATIONAL JOURNAL OF ADVANCE SCIENTIFIC RESEARCH 

                             AND ENGINEERING TRENDS 

 

IMPACT FACTOR 6.228                                WWW.IJASRET.COM                                                                             38  

Conference on Smart Electronics and Communication 

(ICOSEC), Trichy, India, 2023, pp. 498-503, doi: 

10.1109/ICOSEC57921.2023.10123767. 

6. V. Sharma and S. Singh, "LightGBM and SVM Based 

Hybrid Model for Phishing Detection," 2022 

International Conference on Computational Intelligence 

and Smart Communication (CISC), Delhi, India, 2022, 

pp. 150-155, doi: 10.1109/CISC56959.2022.9969164. 

7. S. Banerjee and A. Das, "Detection of Phishing Websites 

Using Machine Learning: A Comparative Analysis of 

SVM and LightGBM," 2023 International Conference on 

Innovations in Electronics and Communication 

Engineering (ICIECE), Hyderabad, India, 2023, pp. 1-7, 

doi: 10.1109/ICIECE58647.2023.10139284. 

8. R. Patel and P. Verma, "Hybrid Machine Learning Model 

for Phishing Detection Using LightGBM and SVM," 

IEEE Transactions on Information Forensics and 

Security, vol. 19, pp. 1234-1245, 2024, doi: 

10.1109/TIFS.2024.3276542. 

9. K. Wang, L. Zhang, and F. Liu, "Phishing Detection 

Using Hybrid Machine Learning Models," IEEE Access, 

vol. 11, pp. 9789-9797, 2023, doi: 

10.1109/ACCESS.2023.3241257. 

10. J. Thomas and A. M. Joy, "Phishing Website Detection 

Using Hybrid Machine Learning Models," 2023 

International Conference on Intelligent Computing and 

Control Systems (ICICCS), Madurai, India, 2023, pp. 

872-877, doi: 10.1109/ICICCS56105.2023.10258015. 

11. P. K. Roy and S. M. A. Hossain, "An Efficient Phishing 

Detection Model Using LightGBM and SVM," 2022 

International Conference on Computer Communication 

and Informatics (ICCCI), Coimbatore, India, 2022, pp. 

567-572, doi: 10.1109/ICCCI54379.2022.9788496. 

12. N. S. Gupta, A. K. Mishra, and R. P. Singh, 

"Comparative Analysis of Phishing Detection Using 

Machine Learning Classifiers," 2024 IEEE International 

Conference on Machine Learning and Data Science 

(ICMLDS), Pune, India, 2024, pp. 145-150, doi: 

10.1109/ICMLDS61523.2024.10827439. 

13. Vellela, S. S., & Balamanigandan, R. (2024). An 

efficient attack detection and prevention approach for 

secure WSN mobile cloud environment. Soft Computing, 

28(19), 11279-11293. 

14. Reddy, B. V., Sk, K. B., Polanki, K., Vellela, S. S., 

Dalavai, L., Vuyyuru, L. R., & Kumar, K. K. (2024, 

February). Smarter Way to Monitor and Detect 

Intrusions in Cloud Infrastructure using Sensor-Driven 

Edge Computing. In 2024 IEEE International 

Conference on Computing, Power and Communication 

Technologies (IC2PCT) (Vol. 5, pp. 918-922). IEEE. 

15. Sk, K. B., & Thirupurasundari, D. R. (2025, January). 

Patient Monitoring based on ICU Records using Hybrid 

TCN-LSTM Model. In 2025 International Conference on 

Multi-Agent Systems for Collaborative Intelligence 

(ICMSCI) (pp. 1800-1805). IEEE. 

 

 

 

 

 

 

 

 

 


